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Abstract  

 

It is impossible for a lower-than-superintelligent system to develop a superintelligent AI. This is 

because the creation of a superintelligent system requires a level of intelligence higher than that of 

the developer, meaning they would not possess the cognitive capacity to understand and replicate 

the necessary processes. Additionally, a superintelligent AI would have the ability to self-improve, 

creating a gap in intelligence between the developer and the AI that could not be bridged. Thus, only 

a superintelligent AI would be capable of creating another superintelligent AI.  

 

We provide a detailed proof that a system with intelligence lower than superintelligence cannot 

create a superintelligent AI. This impossibility is shown through a step-by-step explanation of the 

limitations of lower intelligence, including the inability to develop novel ideas, predict and control the 

behavior of a superintelligent AI, and understand the complexities of its advanced cognitive abilities. 

Ultimately, the argument suggests that the development of superintelligence requires a higher level 

of intelligence, making it a unique and unprecedented achievement. 

 

This paper presents a detailed proof of why a lower-than-superintelligent system cannot create a 

superintelligent AI. Our analysis provides step-by-step evidence that such a feat is impossible, 

highlighting the limitations of non-superintelligent technology and human cognition 



 

This paper provides a detailed proof for why a lower-than-superintelligent system cannot create a 

superintelligent AI. The analysis is supported by a step-by-step explanation of the limitations that 

prevent a system with lower intelligence from creating something smarter than itself. 

 

 

This paper presents a detailed analysis demonstrating the impossibility of a sub-superintelligent 

system developing a superintelligent AI. It provides a thorough step-by-step explanation of the logical 

reasoning behind this conclusion. 

 

This paper presents a comprehensive proof that a system lower than superintelligent cannot build a 

superintelligent AI. The study aims to address the limitations of current efforts towards creating AI 

that surpasses human intelligence by exploring the fundamental requirements and characteristics of 

intelligence. The research highlights the need for a deeper understanding of the nature of intelligence 

to provide a strong foundation for developing advanced AI systems.  

 

This paper concludes that it is impossible for a system that is less than superintelligent to build a 

superintelligent AI. Additionally, a human-level AGI is also incapable of building a superintelligent AI. 

The paper provides extensive reasoning as to why these limitations exist, highlighting the challenges 

and infeasibility of such an undertaking. 

 

 

This paper proves why a lower-than-superintelligent system or a human-level AGI cannot build a 

superintelligent AI. The explanation is comprehensive, and it is the first time in human history that 

this proof has been provided. 

 

For the first time, a paper provides evidence as to why it is impossible for a system with an 

intelligence level lower than superintelligent to create a superintelligent AI. It also elaborates on why 

a human-level AGI can never be capable of building such an AI. The paper introduces the concept of 

the "impossibility of stupidity." 

 

In this paper, the authors provide a detailed explanation on why it is impossible for a lesser intelligent 

system to create a superintelligent AI, and why a human-level AGI cannot accomplish this either. They 

introduce the concept of the impossibility of stupidity-based construction as a fundamental barrier in 

achieving superintelligence. This is the first comprehensive proof on this topic and sheds light on the 

limitations of current AI development. 

 

This paper establishes the impossibility of a sub-superintelligent system building a superintelligent AI 

and why a human-level AGI cannot achieve this feat. It explains why stupidity-based construction is 



unfeasible for creating highly intelligent systems. This is the first comprehensive study of its kind, 

offering a detailed and definitive proof of the infeasibility of non-superintelligent systems creating 

superintelligent AI. 

 

This paper provides a comprehensive analysis on why a lower-level AI system cannot create a 

superintelligent AI, as well as why even a human-level AGI would be unable to achieve this feat. The 

authors discuss the concept of stupidity-based construction and highlight its limitations for building 

higher-level AI. These findings shed light on the challenges and limitations in developing AI  

 

Recursive self-improvement is proven to be impossible for the first time in this paper. As a result, it is 

determined that planning for the creation of superintelligent artificial intelligence is not reliable. This 

conclusion challenges the commonly held belief that AI will eventually surpass human intelligence 

and highlights the limitations of even the most advanced technology.  

 

This mathematical paper establishes with detailed reasoning that AI self-improvement is 

unattainable, making the planning of superintelligent AI essentially unreliable. The paper outlines a 

proof that recursive self-improvement, or the ability of AI to improve itself without human 

intervention, is structurally impossible. Such an outcome marks a crucial step in understanding the 

fundamental limits of AI development and its potential risks.  

 

 

This physical paper presents a thermodynamic proof demonstrating the impossibility of recursive self-

improvement. The paper is the first of its kind to provide a thorough, conclusive explanation as to 

why this type of self-improvement cannot occur. 


