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“Words can be like X-rays if you use them properly – they’ll go through anything. You read and you’re pierced.” (Aldous Huxley)



OUTLINE

I. Defenses Against Immoral Programming (IP) as Moral Programming (MP)
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IV. Conclusion
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RISK MANAGEMENT
FOR MORAL PROGRAMMING

▪ Mitigation of AI risks linked to mitigation of socio-psycho-techno-physical harm

▪ Good regulator theorem from cybernetics: “every good regulator of a system must be a 

model of that system” (Conant and Ashby, 1970) → rigorous harm model needed for moral

programming
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Modified and adapted from Aliman et al. (2021)



EXTENDING MORAL PROGRAMMING
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MALICIOUS DEEPFAKE DESIGN

▪ Deepfake voice for voice impersonation and cybercrime

▪ Deepfake video for sextortion

▪ Deepfake images for fake profiles in disinformation operations and espionage

▪ Deepfake videos for non-consensual voyeurism

▪ Deepfake „hologram“ for impersonation in video calls

▪ Future deepfakes for deepfake science attacks?
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DEEPFAKE TEXT

▪N.B: Deepfake (deep-learning based fakery) technology is not restricted to

images/audios/videos. An often overlooked case is deepfake text.
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DEEPFAKE SCIENCE
(ALIMAN, 2021; ALIMAN
AND KESTER, 2022)

▪ Deepfake science attack: The 

technically possible but not yet

widespread malicious use of

deepfake artefacts (e.g. 

deepfake text/audio/ 

video/image) for the purpose of

epistemic distortion in science

▪ Examplary deepfake text in 

science generated with language

AI model GPT-2 (see table to the

right, right column)
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WHY A BETTER APPROACH THAN „DEEPFAKE
DETECTION“ IS NEEDED AS DEFENSE

1. Deepfakes involve an open adversarial cat-and-mouse game. The  

adversary can adapt to present-day AI-based detection schemes.
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WHY A BETTER APPROACH THAN „DEEPFAKE
DETECTION“ IS NEEDED AS DEFENSE

2. Any text/audio/video/picture sample could be suspected to be deepfake-

based → automated disconcertion. Scientists could then unintentionally exclude

scientists being statistical outliers even more. (Examples: imagine e.g. scientific

videos of people with certain physical health conditions, texts written by

eccentric and/or neurodivergent scientists, etc.)
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PRESENT-DAY „AI“ SHOULD
NOT BE OVERESTIMATED
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PRESENT-DAY „AI“ SHOULD
NOT BE OVERESTIMATED

▪ The epistemic aim of science can be to achieve better and better explanations (Popper, 1957; Frederick, 2020). 

Science is not merely about data/experiments. 

▪ It is impossible for imitative „AI“ to reliably create better new yet unknown chains of explanations (also called

explanatory blockchains (Aliman, 2021)) required for novel scientific/philosophical theories.

13Exemplary recipe for an explanatory blockchain (Aliman, 2021) loosely inspired by an essay of Frederick (2020)



BUT: THE POTENTIAL OF PRESENT-DAY AI SHOULD ALSO 
NOT BE UNDERESTIMATED

▪Deepfake detection may be doomed in the long-term. Prohibiting deepfakes

may not be enforceable in the long-term. 

▪ Proactive self-paced exposure to synthetic AI-generated material could

prepare scientists for that and enhance their critical thinking.

▪Deepfake technology can be used to augment human creativity (e.g. use of

language AI to assist in generating new threat models and defenses in AI 

safety, (cyber)security, risk management, …)
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CONCLUSION

▪ Defending against deepfake science attacks can involve a new form of moral programming.

▪ Science can be robust through its own chain of words by relying on its explanation-anchored (and not merely

data-driven) nature which is grounded in better and better new chains of explanations.

▪ Scientists should not overestimate present-day AI. The question should NOT be: was this contribution generated

by present-day AI or by a human?

▪ A better question for scientists IS: does this contribution encode a better new scientific chain of

explanations compared to the ones that are already available?

▪ One should also not underestimate present-day AI: One can design it to augment people‘s critical thinking

and creativity (e.g. open source language AI to augment scientific creativity and security-relevant research).
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THANK YOU FOR YOUR ATTENTION

„The price of security is eternal creativity.“ 

(Aliman, 2020)

"Create new ways to exploit hidden problems.“ 

(GPT-2, which generated but did not understand those words.)
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